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#### Abstract

The square map is one of the functions used in cryptography. For instance, the square map is used in Rabin encryption scheme, block cipher RC6 and stream cipher Rabbit, in different forms. In this paper, we study statistical properties of the output of the square map as a vectorial Boolean function. We obtain the joint probability distribution of arbitrary number of the upper and the lower bits of the output of square map along with the asymptotic probability distribution of the upper bits of its output. Based upon a measure for evaluating the imbalance of maps, we study the imbalance of limit distribution of the restriction of square map to its upper bits. Last, we introduce the square root map and examine this map as a vectorial Boolean function; we compute probability distribution of the component Boolean functions of this new map and also obtain the imbalance of the square root map.
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## 1. Introduction

The square map is one of the functions used in cryptography. For instance, the square map is used in Rabin encryption scheme (Stinson, Chap. 5, 2003). In this public key encryption system, the square map is computed modulo the product of two large primes. The square map is also used in block cipher RC6 (Rivest, et al. 1998). In this symmetric cipher, a quadratic polynomial over the ring $Z_{2^{32}}$ is computed. As another example, in the design of the stream cipher Rabbit (Boesgaard, et al. 2003), the square map is used. In this cipher, the square map is not modular; the square map is computed as a function over natural numbers. In fact, the square map is considered as a vectorial Boolean function from 32-bit natural numbers to 64-bit natural numbers and then the upper and the lower segments of the output of this map are XORed.

In this paper, we investigate statistical properties of the output of the (non-modular) square map as a vectorial Boolean function. We obtain the joint probability distribution of arbitrary number of the upper and the lower bits of the output of the square map along with the asymptotic probability distribution of the upper bits of its output. Then, the

[^0]probability distribution of the component Boolean functions of the output of this map are obtained. After introducing a measure for evaluating the imbalance of maps, we examine the imbalance of limit distribution of the restriction of square map to its upper bits. Last, we introduce the square root map and examine this map as a vectorial Boolean function; we compute probability distribution of the component Boolean functions of this new map and also we obtain the imbalance of the square root map.
In Section 2 preliminary notations and definitions are presented. Section 3 is devoted to computing the probability distribution of the output of square map and Section 4 studies the imbalance of the square and the square root maps.

## 2. Preliminary Definitions and Notations

In this paper, the number of elements or cardinality of a finite set $A$ is denoted by $|A|$. For a function $f: A \rightarrow B$, the preimage of an element $b \in B$ is denoted by $f^{-1}(b)$ and is defined as $\{a \in A \mid f(a)=b\}$.
Let $F_{2}$ be the finite field with two elements. Each element of $F_{2}^{n}$ (The Cartesian product of $n$ copies of $F_{2}$ ) can be considered as a vector of length $n$. Each function $f: F_{2}^{n} \rightarrow F_{2}$ is called a Boolean function and each function $f: F_{2}^{n} \rightarrow F_{2}^{m}$ with $m>1$
is called a vectorial Boolean function or a Boolean map; such a function can be viewed as a vector ( $f_{m-1}, \ldots, f_{0}$ ) of $f_{i}$ 's, $0 \leq i<m$. Here, $f_{i}$ 's are Boolean functions from $F_{2}^{n}$ to $F_{2}$. These Boolean functions are called component Boolean functions of the vectorial Boolean function $f$. Also, if $x \in$ $F_{2}^{n}$, then the $i$-th bit of $x$ is denoted by $x_{i}$.
We denote the vector $(0, \ldots, 0)$ by $\mathbf{0}$. For every natural number $t$ and each function $f: F_{2}^{n} \rightarrow F_{2}^{m}$ with $m>t$, we denote the restriction of $f$ to indices $i_{0}, i_{1}, \ldots, i_{t-1}$ of the output by $\left(f_{i_{t-1}}, \ldots, f_{i_{0}}\right)$.

There is a one-to-one correspondence between $Z_{2} n$, the ring of integers modulo $2^{n}$, and $F_{2}^{n}$ as

$$
\begin{gathered}
\varphi: F_{2}^{n} \rightarrow Z_{2^{n}} \\
x=\left(x_{n-1}, \ldots, x_{0}\right) \mapsto \varphi(x)=\sum_{i=0}^{n-1} x_{i} 2^{i} ;
\end{gathered}
$$

this natural correspondence is used throughout this paper.

Suppose that $m, n$ and $d$ are natural numbers with $n=d m$. A function $f: A \rightarrow B$ with $|A|=n$ and $|B|=m$ is called balanced if and only if for every $b \in B$ we have
$\left|f^{-1}(b)\right|=d$.
Suppose that $X$ is a random variable which is uniformly distributed on $F_{2}^{n}$. Every Boolean map $f: F_{2}^{n} \rightarrow F_{2}^{m}$ determines a random variable $Y$ on the codomain of $f$, i.e. $F_{2}^{m}$; in other words, we have the induced random variable $Y=f(X)$ with

$$
P(Y=y)=\frac{\left|f^{-1}(y)\right|}{2^{n}}, \quad y \in F_{2}^{m} .
$$

## 3. Computing Probability Distributions

As stated in the introduction, the square map can be considered as a vectorial Boolean function from the set of $n$-bit natural numbers to the set of $2 n$-bit natural numbers; more precisely, we consider the function

$$
\begin{gathered}
f: F_{2}^{n} \rightarrow F_{2}^{2 n} \\
x \mapsto y=f(x)=x^{2} .
\end{gathered}
$$

In the rest of this section we study the probability distribution of the induced random variable $y$ on $F_{2}^{2 n}$. We introduce the indicator function for natural squares and from this the probability distribution of the output of the square map is computed.

For each $a \in F_{2}^{2 n}$, we define

$$
I(a)= \begin{cases}\lfloor\sqrt{a}\rfloor-\lfloor\sqrt{a-1}\rfloor & a \neq 0 \\ 1 & a=0\end{cases}
$$

In fact, if $a$ is a square then we have $I(a)=1$ and otherwise, $I(a)=0$. So,

$$
P(y=a)=\frac{I(a)}{2^{n}}
$$

It is not hard to see that for $a<b$, we have

$$
\sum_{i=a}^{b} P(y=i)= \begin{cases}\frac{\lfloor\sqrt{b}\rfloor-\lfloor\sqrt{a-1}\rfloor}{2^{n}} & a \neq 0 \\ \frac{\lfloor\sqrt{b}\rfloor+1}{2^{n}} & a=0\end{cases}
$$

Theorem 3.1. For each $1 \leq t \leq 2 n$ and for every $a=\left(a_{t-1}, \ldots, a_{0}\right) \in F_{2}^{t}-\{\mathbf{0}\}$,
we have

$$
\begin{aligned}
P\left(y_{t-1}\right. & \left.=a_{t-1}, \ldots, y_{0}=a_{0}\right) \\
& =\frac{1}{2^{n}} \sum_{j=0}^{2^{2 n-t}-1}\left(\left\lfloor\sqrt{j 2^{t}+a}\right\rfloor\right. \\
& -\left\lfloor\sqrt{j 2^{t}+a-1} \mid\right),
\end{aligned}
$$

and

$$
\begin{align*}
& P\left(y_{t-1}=0, \ldots, y_{0}=0\right) \\
& =\frac{1}{2^{n}}\left(1+\sum_{j=1}^{2 n-t}-1\left(\mid \sqrt{j 2^{t}}\right\rfloor-\left\lfloor\sqrt{j 2^{t}-1} \mid\right)\right) . \tag{1}
\end{align*}
$$

Proof: We have

$$
\begin{aligned}
P\left(y_{t-1}\right. & \left.=a_{t-1}, \ldots, y_{0}=a_{0}\right) \\
= & \sum_{j=0}^{2^{2 n-t}-1} P\left(y=j 2^{t}+a\right) \\
= & \frac{1}{2^{n}} \sum_{j=0}^{2^{2 n-t}-1}\left(\left\lfloor\sqrt{j 2^{t}+a}\right\rfloor\right. \\
& \left.\quad-\left\lfloor\sqrt{j 2^{t}+a-1}\right]\right),
\end{aligned}
$$

and (1) is proved in the same manner.
Now, we study the probability distribution of the upper bits of the square map.

Theorem 3.2. For each $1 \leq t \leq 2 n$ and for every $a=\left(a_{t-1}, \ldots, a_{0}\right) \in F_{2}^{t}-\{\mathbf{0}\}$,
we have

$$
\begin{aligned}
P\left(y_{2 n-1}\right. & \left.=a_{t-1}, \ldots, y_{2 n-t}=a_{0}\right) \\
& =\frac{\left\lfloor\sqrt{(a+1) 2^{2 n-t}-1}\right\rfloor-\left\lfloor\sqrt{a 2^{2 n-t}-1}\right\rfloor}{2^{n}}
\end{aligned}
$$

and,

$$
\begin{align*}
& P\left(y_{2 n-1}=0, \ldots, y_{2 n-t}=0\right) \\
& =\frac{1}{2^{n}}\left(1+\left\lfloor\sqrt{2^{2 n-t}-1}\right]\right) . \tag{2}
\end{align*}
$$

Proof: We have

$$
\begin{gathered}
P\left(y_{2 n-1}=a_{t-1}, \ldots, y_{2 n-t}=a_{0}\right) \\
=\sum_{i=a 2^{2 n-t}}^{(a+1) 2^{2 n-t}-1} P(y=i) \\
=\frac{\left\lfloor\sqrt{(a+1) 2^{2 n-t}-1}\right\rfloor-\left\lfloor\sqrt{a 2^{2 n-t}-1}\right\rfloor}{2^{n}},
\end{gathered}
$$

and (2) is proved in the same manner.
The proof of the following result is left to the reader.

Result 3.3. For each $t$ and for every

$$
a=\left(a_{t-1}, \ldots, a_{0}\right) \in F_{2}^{t}-\{\mathbf{0}\},
$$

we have

$$
\begin{aligned}
\lim _{n \rightarrow \infty} P\left(y_{2 n-1}=\right. & \left.a_{t-1}, \ldots, y_{2 n-t}=a_{0}\right) \\
& =\frac{\sqrt{a+1}-\sqrt{a}}{\sqrt{2^{t}}}
\end{aligned}
$$

and

$$
\lim _{n \rightarrow \infty} P\left(y_{2 n-1}=0, \ldots, y_{2 n-t}=0\right)=\frac{1}{\sqrt{2^{t}}}
$$

Now we find the probability distribution of the $t$ th bit of the output of the square map.

Theorem 3.4. For each $0 \leq t<2 n$ we have
$P\left(y_{t}=0\right)$
$=\frac{1+\sum_{j=0}^{2 n-t-1}-1}{\left[\sqrt{(2 j+1) 2^{t}-1}\right]-\sum_{j=1}^{2^{2 n-t-1}-1}\left\lfloor\sqrt{j 2^{t+1}-1}\right]} 2^{n}$.
Proof: We have
$P\left(y_{t}=0\right)=\sum_{j=0}^{2^{2 n-t-1}} \sum_{i=0}^{1} P\left(y=j 2^{t+1}+i\right)$
$=\frac{\left\lfloor\sqrt{2^{t}-1}\right\rfloor+1+\sum_{j=1}^{2^{2 n-t-1}-1}\left(\left\lfloor\sqrt{(2 j+1) 2^{t}-1}\right\rfloor-\left\lfloor\sqrt{j 2^{t+1}-1} \mid\right)\right.}{2^{n}}$
$=\frac{\left\lfloor\sqrt{2^{t}-1}\right\rfloor+1-\left\lfloor\sqrt{2^{t}-1}\right\rfloor}{2^{n}}$
$\left.\left.+\frac{\sum_{j=0}^{2 n-t-1}-1}{2} \sqrt{(2 j+1) 2^{t}-1}\right]-\sum_{j=1}^{2 n-t-1}-1 \mid \sqrt{j 2^{t+1}-1}\right]$
$=\frac{\left.1+\sum_{j=0}^{2 n-t-1}-1 \mid \sqrt{(2 j+1) 2^{t}-1}\right]-\sum_{j=1}^{2 n-t-1}-1}{2}\left[\sqrt{j 2^{t+1}-1}\right]$.
By doing some tedious computations, we have obtained the probability distribution of the upper bit, the two upper bits and the three upper bits of the output of square map. For example, considering the correspondence between $F_{2}^{n}$ and $Z_{2} n$, we have

$$
\begin{aligned}
P\left(y_{2 n-1}\right. & \left.=0, y_{2 n-2}=0\right) \\
& =\frac{\left|\left\{x \in Z_{2^{n}} \mid x^{2}<2^{2 n-2}\right\}\right|}{2^{n}}=\frac{1}{2} .
\end{aligned}
$$

The results are as follows:

$$
\begin{gathered}
P\left(y_{2 n-1}=0\right)=\frac{\left\lfloor\sqrt{2^{2 n-1}}\right\rfloor+1}{2^{n}} \\
P\left(y_{2 n-1}=1\right)=\frac{2^{n}-\left\lfloor\sqrt{2^{2 n-1}}\right\rfloor-1}{2^{n}}
\end{gathered}
$$

and

$$
\begin{aligned}
& P\left(y_{2 n-1}=0, y_{2 n-2}=0\right)=\frac{1}{2} \\
& P\left(y_{2 n-1}=0, y_{2 n-2}=1\right) \\
& \quad=\frac{\left\lfloor\sqrt{2} .2^{n-1}\right\rfloor+1-2^{n-1}}{2^{n}} \\
& P\left(y_{2 n-1}=1, y_{2 n-2}=0\right) \\
& \quad=\frac{\left\lfloor\sqrt{3} .2^{n-1}\right\rfloor-\left\lfloor\sqrt{2} .2^{n-1}\right\rfloor}{2^{n}} \\
& P\left(y_{2 n-1}=1, y_{2 n-2}=1\right)=\frac{2^{n}-1-\left\lfloor\sqrt{3} .2^{n-1}\right\rfloor}{2^{n}}
\end{aligned}
$$

and

$$
\begin{aligned}
P\left(y_{2 n-1}\right. & \left.=0, y_{2 n-2}=0, y_{2 n-3}=0\right) \\
& =\frac{\left\lfloor\sqrt{2^{2 n-3}}\right\rfloor+1}{2^{n}}, \\
P\left(y_{2 n-1}\right. & \left.=0, y_{2 n-2}=0, y_{2 n-3}=1\right) \\
& =\frac{2^{n-1}-1-\left\lfloor\sqrt{2^{2 n-3}}\right\rfloor}{2^{n}}, \\
P\left(y_{2 n-1}\right. & \left.=0, y_{2 n-2}=1, y_{2 n-3}=0\right) \\
& =\frac{\left\lfloor\sqrt{3.2^{2 n-3}-1}\right\rfloor-2^{n-1}+1}{2^{n}}, \\
P\left(y_{2 n-1}\right. & \left.=0, y_{2 n-2}=1, y_{2 n-3}=1\right) \\
& =\frac{\left\lfloor\sqrt{2} .2^{n-1}\right\rfloor-\left\lfloor\sqrt{3.2^{2 n-3}}\right\rfloor}{2^{n}}, \\
P\left(y_{2 n-1}\right. & \left.=1, y_{2 n-2}=0, y_{2 n-3}=0\right) \\
& =\frac{\left\lfloor\sqrt{5.2^{2 n-3}-1}\right\rfloor-\left\lfloor\sqrt{2} .2^{n-1}\right\rfloor}{2^{n}}, \\
P\left(y_{2 n-1}\right. & \left.=1, y_{2 n-2}=0, y_{2 n-3}=1\right) \\
& =\frac{\left\lfloor\sqrt{3.2^{2 n-2}-1}\right\rfloor-\left\lfloor\sqrt{\left.5.2^{2 n-3}\right\rfloor}\right.}{2^{n}}, \\
P\left(y_{2 n-1}\right. & \left.=1, y_{2 n-2}=1, y_{2 n-3}=0\right) \\
& =\frac{\left\lfloor\sqrt{7.2^{2 n-3}-1}\right\rfloor-\left\lfloor\sqrt{3} .2^{n-1}\right\rfloor}{2^{n}}, \\
P\left(y_{2 n-1}\right. & \left.=1, y_{2 n-2}=1, y_{2 n-3}=1\right) \\
& =\frac{2^{n}-1-\left\lfloor\sqrt{7.2^{2 n-3}}\right\rfloor}{2^{n}} .
\end{aligned}
$$

It is worth noting that, at first glance it seems that these distributions are not equal to the results of Theorem 3-2, but actually they are: we have verified the equality of these formulas. For instance, the previous computations state that

$$
\begin{aligned}
& P\left(y_{2 n-1}=1, y_{2 n-2}=1, y_{2 n-3}=1\right) \\
& \quad=\frac{2^{n}-1-\left\lfloor\sqrt{7.2^{2 n-3}-1}\right]}{2^{n}}
\end{aligned}
$$

and based on Theorem 3-2, we have

$$
\begin{aligned}
& P\left(y_{2 n-1}=1, y_{2 n-2}=1, y_{2 n-3}=1\right) \\
& =\frac{\left\lfloor\sqrt{(7+1) 2^{2 n-3}-1}\right\rfloor-\left\lfloor\sqrt{7.2^{2 n-3}-1}\right\rfloor}{2^{n}} \\
& \quad=\frac{\left\lfloor\sqrt{2^{2 n}-1}\right\rfloor-\left\lfloor\sqrt{7.2^{2 n-3}-1}\right\rfloor}{2^{n}}
\end{aligned}
$$

Now, it is not hard to verify that $\left[\sqrt{2^{2 n}-1}\right]=$ $2^{n}-1$ and $\left\lfloor\sqrt{7.2^{2 n-3}-1}\right\rfloor=\left\lfloor\sqrt{7.2^{2 n-3}}\right\rfloor$.

## 4. The Imbalance of the Square and the Square Root Maps

In this section, we introduce a measure for computing the imbalance of maps, and based upon this criterion, the imbalance of the square map is computed. Then, a new map called the square root map is introduced and the imbalance of this new map is, computed too.

Definition 4.1. (Cover and Thomas, Chap. 11, 2006): Suppose that $P_{1}$ and $P_{2}$ are two probability distributions on a finite sample space $\mathcal{X}$. The distance between these two probability distributions is defined as

$$
D\left(P_{1}, P_{2}\right)=\sum_{x \in x}\left|P_{1}(x)-P_{2}(x)\right| .
$$

Now, let $n, m$ and $d$ be natural numbers. For a function $f: A \rightarrow B$ with $|A|=n,|B|=m$ and $n=d m$, we define the probability distribution $P_{1}$ on $B$ as

$$
P_{1}(b)=\frac{\left|f^{-1}(b)\right|}{n}, \quad b \in B
$$

and we define the probability distribution $P_{2}$ on $B$ as the uniform distribution:

$$
P_{2}(b)=\frac{d}{n}, \quad b \in B
$$

Definition 4.2. (Dehnavi, et al. 2013): We define a criterion for measuring the imbalance $D_{f}$ for the function $f: A \rightarrow B$, with $|A|=n,|B|=m$ and $n=d m$, as
$D_{f}=\frac{m}{2(m-1)} D\left(P_{1}, P_{2}\right)=\frac{\sum_{b \in B}| | f^{-1}(b)|-d|}{2(m-1) d}$.
Lemma 4.3. (Dehnavi, et al. 2013): For each function $f: A \rightarrow B$ with $|A|=n,|B|=m$ and $n=d m$, we have

$$
0 \leq D_{f} \leq 1
$$

further, for each balanced function we have $D_{f}=0$ and for every constant function we have $D_{f}=1$.
The proof of the next lemma is not hard.
Lemma 4.4. Let $t$ be a fixed natural number. For the real function

$$
\begin{gathered}
f:\left\{0,1, \ldots, 2^{n}-1\right\} \rightarrow \mathbb{R}, \\
x \mapsto f(x)=\frac{\sqrt{x+1}-\sqrt{x}}{\sqrt{2^{t}}}-\frac{1}{2^{t}},
\end{gathered}
$$

we have

$$
\begin{cases}f(x)>0 & x<2^{t-2} \\ f(x)<0 & x \geq 2^{t-2}\end{cases}
$$

Based on Lemma 4-4 and Result 3-3, we can obtain the imbalance of the limit probability distribution of the upper $t$ bits of the output of square map.

Theorem 4.5. Let $f: F_{2}^{n} \rightarrow F_{2}^{2 n}$ be defined as $f(x)=x^{2}$; let $f_{t}$ be the limit distribution of vectorial Boolean function $\left(f_{2 n-1}, f_{2 n-2}, \ldots, f_{2 n-t}\right)$ for a fixed $t$. Then,

$$
D_{f_{t}}=\frac{2^{t-2}}{2^{t}-1}
$$

Proof: We have

$$
\begin{aligned}
D_{f_{t}}= & \frac{2^{t}}{2\left(2^{t}-1\right)}\left(\sum_{a=0}^{2^{t-2}-1}\left(\frac{\sqrt{a+1}-\sqrt{a}}{\sqrt{2^{t}}}-\frac{1}{2^{t}}\right)\right. \\
& \left.\quad+\sum_{a=2^{t-2}}^{2^{t}-1}\left(\frac{1}{2^{t}}-\frac{\sqrt{a+1}-\sqrt{a}}{\sqrt{2^{t}}}\right)\right) \\
= & \frac{2^{t}}{2\left(2^{t}-1\right)}\left(\left(\frac{\sqrt{2^{t-2}}}{\sqrt{2^{t}}}-\frac{2^{t-2}}{2^{t}}\right)\right. \\
& \left.\quad+\left(\frac{3 \times 2^{t-2}}{2^{t}}-\frac{\sqrt{2^{t}}-\sqrt{2^{t-2}}}{2^{t}}\right)\right) \\
= & \frac{2^{t}}{2\left(2^{t}-1\right)}\left(\frac{2 \times 2^{t-2}}{2^{t}}+\frac{2 \sqrt{2^{t-2}}-\sqrt{2^{t}}}{\sqrt{2^{t}}}\right) \\
= & \frac{2^{t-2}}{2^{t}-1} .
\end{aligned}
$$

Now, we introduce the square root map and compute the probability distribution of the component Boolean functions of the output of this map along with the imbalance of it. The proof of the next lemma is easy.

Lemma 4-6: Suppose that $f: F_{2}^{2 n} \rightarrow F_{2}^{n}$ is defined as $f(x)=\lfloor\sqrt{x}\rfloor$. Then for each $0 \leq a<2^{n}$, we have

$$
\left|f^{-1}(a)\right|=2 a+1
$$

Now, we can obtain the imbalance of the square root map.

Theorem 4.7. Suppose that $f: F_{2}^{2 n} \rightarrow F_{2}^{n}$ is defined as $f(x)=\lfloor\sqrt{x}\rfloor$. Then,

$$
D_{f}=\frac{2^{n-2}}{2^{n}-1}
$$

Proof: We have

$$
\begin{aligned}
D_{f}= & \frac{\sum_{i=0}^{2^{n}-1}| | f^{-1}(i)\left|-2^{n}\right|}{2^{n+1}\left(2^{n}-1\right)} \\
= & \frac{1}{2^{n+1}\left(2^{n}-1\right)}\left(\sum_{i=0}^{2^{n-1}-1}\left(2^{n}-(2 i+1)\right)\right) \\
& +\sum_{i=2^{n-1}}^{2^{n}-1}\left(2 i+1-2^{n}\right)
\end{aligned}
$$

$$
=\frac{2^{n-2}}{2^{n}-1}
$$

The probability distribution of the component Boolean functions of the square root map shall be obtained in the next theorem.

Theorem 4.8. Suppose that $f: F_{2}^{2 n} \rightarrow F_{2}^{n}$ is defined as $y=f(x)=\lfloor\sqrt{x}\rfloor$. Then,

$$
P\left(y_{t}=0\right)=\frac{1}{2}-\frac{1}{2^{n-t+1}}
$$

Proof: We have

$$
\begin{aligned}
P\left(y_{t}=0\right) & =\sum_{j=0}^{2^{n-t-1}-1} \sum_{i=0}^{2^{t}-1} P\left(y=j 2^{t+1}+i\right) \\
& =\frac{1}{2^{2 n}} \sum_{j=0}^{2^{n-t-1}-1} \sum_{i=0}^{2^{t}-1}\left(j 2^{t+2}+2 i+1\right) \\
& =\frac{1}{2}-\frac{1}{2^{n-t+1}} .
\end{aligned}
$$

Note 4.9. Suppose that $f: F_{2}^{2 n} \rightarrow F_{2}^{n}$ is defined as $y=f(x)=\lfloor\sqrt{x}\rfloor$ and $g: F_{2}^{2 n} \rightarrow F_{2}^{n}$ is defined as $z=g(x, y)=x y \bmod 2^{n}$. Then, based on (Dehnavi et al. 2013), we have

$$
P\left(y_{t}=0\right)=P\left(z_{n-1-t}=1\right)
$$

and

$$
D_{f}=D_{g}
$$

In spite of the fact that probability distributions of the operator of multiplication modulo, a power of two and the square root map are different, the probability distribution of their component Boolean functions are closely related and their imbalance are equal.
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