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Abstract – Lorentz characterized the almost convergence through the concept of uniform convergence of de la 
Vallée-Poussin mean. In this paper, we generalize the notion of almost convergence by using the concept of 
invariant mean and the generalized de la Vallée-Poussin mean. We determine the bounded linear operators for 
the generalized σ-conservative, σ-regular and σ-coercive matrices. 
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1. INTRODUCTION AND PRELIMINARIES 
 
We shall write ݓ for the set of all complex sequences ݔ ൌ ሺݔ௞ሻஶ௞ୀ଴. Let ׎, ݈∞, ܿ and ܿ0 denote the sets of 
all finite, bounded, convergent and null sequences respectively; and ܿݏ be the set of all convergent series. 
We write ݈p:= ሼݔ א ݓ ׷ ∑ ௞|௣ஶ௞ୀ଴ݔ|  ൏ ∞ሽ for 1 ൑ p <∞. By ݁ and ݁ሺ௡ሻሺ݊ א ܰሻ, we denote the sequences 
such that ݁௞ =1 for ݇ ൌ  0, 1, . . ., and ݁௡ሺ௡ሻ=1 and ݁௞ሺ௡ሻ=0 (݇ ് ݊ሻ. For any sequence ݔ ൌ ሺݔ௞ሻஶ௞ୀ଴, let ݔሾ௡ሿ ൌ ∑ ௞௡௞ୀ଴ݔ ݁ሺ௞ሻ be its ݊-section. 

Note that ݈∞, ܿ and ܿ0 are Banach spaces with the sup-norm צ ݔ ஶൌצ  sup௞ |ݔ௞|, and ݈p (1 ൑ p <∞) 
are Banach spaces with the norm צ ݔ ௣ൌצ ሺ∑ ௞|௣ஶ௞ୀ଴ݔ| ሻଵ ୮ൗ ; while ׎ is not a Banach space with respect to 
any norm. 

A sequence ሺܾሺ௡ሻሻஶ௡ୀ଴ in a linear metric space ܺ is called ݄ܵܿܽݏ݅ݏܾܽ ݎ݁݀ݑ if for every א ݔ ܺ, there 
is a unique sequence ሺߚሺ௡ሻሻஶ௡ୀ଴ of scalars such that  ݔ ൌ ∑ ௞ஶ௞ୀ଴ߚ ܾሺ௡ሻ. 

A sequence space ܺ with a linear topology is called a ݁ܿܽ݌ݏ-ܭ if each of the maps ݌௜ : ܺ ՜  defined ܥ
by ݌௜ ሺݔሻ  ൌ א ݅ ௜ is continuous for allݔ  N. A ܭ-space is called an ܭܨ െ  if ܺ is complete linear ݁ܿܽ݌ݏ
metric space; a ܭܤ െ  if every ܭܣ is said to have ׎  ⊂  ܺ space-ܭܨ space. An-ܭܨ is a normed ݁ܿܽ݌ݏ
sequence ݔ ൌ ሺݔ௞ሻஶ௞ୀ଴ א ܺ has a unique representation  ݔ ൌ ∑ ௞ஶ௞ୀ଴ݔ ݁ሺ௞ሻ, that is, ݔ ൌ lim௡՜ஶ  .ሾ௡ሿݔ

Let ܺ and ܻ be two sequence spaces and ܣ ൌ  ሺܽ௡௞ሻ௡,௞ୀଵஶ  be an infinite matrix of real or complex 
numbers. We write ൌ  ൫ܣ௡ሺݔሻ൯, ሻݔ௡ሺܣ ൌ ∑ ܽ௡௞௞  ௞, provided that the series on the right converges forݔ
each ݊. If ݔ ൌ ሺݔ௞ ሻ א ܺ implies that ݔܣ א ܻ, then we say that ܣ defines a matrix transformation from ܺ  
into ܻ, and by ሺܺ, ܻ ሻ we denote the class of such matrices [1]. 

The following is a very important result: 
 
Lemma 1.1. ([2], Theorem 1.23). Let ܺ and ܻ be ܭܤ spaces and ܤሺܺ, ܻ ሻ denote the set of all bounded 
linear operators from ܺ into ܻ. 
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170ሺܽሻ Then ሺܺ, ܻ ሻ ؿ ,ሺܺܤ ܻ ሻ, that is every ܣ א ሺܺ, ܻ ሻ defines an operator ܮ஺ א ,ሺܺܤ ܻ ሻ by ܮ஺ ሺݔሻ = ݔܣ 
for all ݔ א ܺ. ሺܾሻ If ܺ has ܭܣ, then ܤሺܺ, ܻ ሻ ؿ ሺܺ, ܻ ሻ. ሺܿሻ We have ܣ א ሺܺ, ݈ஶሻ if and only if ሺ1.1ሻ צ ܣ ሺ௑,௟ಮሻ =sup௡ צ צ  ௡ܣ כ௑צ ൏ ∞; 
if ܣ א ሺܺ, ݈ஶሻ then ሺ1.2ሻ צ ஺ܮ צ=צ ܣ  .  ሺ௑,௟ಮሻ צ

Let σ be a one-to-one mapping from the set N of natural numbers into itself. A continuous linear 
functional φ on ݈∞ is said to be an ݅݊ݐ݊ܽ݅ݎܽݒ ݉݁ܽ݊ or a σ- ݉݁ܽ݊ if and only if ሺ݅ሻ φሺݔሻ ൒ ݔ ݂݅ 0  ൒0 ሺ݅. ݁. ௞ݔ ൒ 0 for all ݇ሻ, ሺ݅݅ሻ φሺ݁ሻ ൌ  1, where ݁ ൌ  ሺ1, 1, 1,൉ ൉ ൉ ሻ, ሺ݅݅݅ሻ φሺݔሻ ൌ φሺሺݔ௞ሻሻ for all א ݔ ݈ஶ.  

Throughout this paper we consider the mapping σ which has no finite orbits, that is, σ௣(݇)് ݇ for all 
integer ݇ ൒ 0 and ݌ ൒ 1, where σ௣(݇) denotes the ݌th iterate of σ at ݇. Note that, a σ -mean extends the 
limit functional on the space ܿ in the sense that φሺݔሻ  ൌ  limݔ for all ݔ א ܿ, (cf [3]). Consequently, ܿ ؿ஢ܸ, the set of bounded sequences all of whose σ -means are equal. We say that a sequence ݔ ൌ  ሺݔ௞ሻ is σ –ܿݐ݊݁݃ݎ݁ݒ݊݋ if and only if ݔ א ஢ܸ. Using this concept, Schaefer [4] defined and characterized  σ -ܿ݁ݒ݅ݐܽݒݎ݁ݏ݊݋, σ -ݎ݈ܽݑ݃݁ݎ and σ-ܿݏ݁ܿ݅ݎݐܽ݉ ݁ݒ݅ܿݎ݁݋. If σ is translation then ஢ܸ is reduced to the set f of 
almost convergent sequences [5]. The idea of σ-convergence for double sequences was introduced in [6] 
and further studied recently in [7]. In [8-12] we study various classes of four dimensional matrices, e.g. σ -
regular, σ -conservative, regularly σ -conservative, boundedly σ -conservative and σ -coercive matrices. 

In this paper, we define ሺσ,  i.e. the σ -convergence through the concept of uniform ,݁ܿ݊݁݃ݎ݁ݒ݊݋ܿ-ሻߣ
convergence of the generalized de la Vallée-Poussin means. We also generalize the above matrices by 
using the concept of ሺσ,  ሻ-convergence and determine the associated bounded linear operators for theseߣ
matrix classes. 

 
2.  ሺσ,  ሻ-CONVERGENCEߣ

 
Actually Lorentz [5] characterized the almost convergence (and hence the σ-convergence) through the 
concept of uniform convergence of de la Vallée -Poussin means. In this paper, we define the σ-
convergence through the concept of uniform convergence of the generalized de la Vallée -Poussin means 
and we call it the ሺσ,  ሻ-convergence, which is more general than almost convergence and σ-convergenceߣ
both. 

Let ߣ = ሺߣ௡ሻ be a non-decreasing sequence of positive numbers tending to ∞ such that ߣ௠ାଵ ൑ߣ௠ , ଵߣ ൌ ሻݔ௠ሺߩ  ,0 ൌ ଵఒ೘ ∑ ூ೘א௝௝ݔ  is called the ݃݁݊݁݀݁ݖ݈݅ܽݎ ݀݁ ݈ܽ ܸ݈݈ܽé݁ െ ൌ ݉ܫ where ,݊ܽ݁݉ ݊݅ݏݏݑ݋ܲ  ሾ݉ െ ௠  ൅ߣ  1, ݉ሿ. 
A sequence ݔ ൌ  ሺݔ௞ሻ of real numbers is said to be ሺσ, ݔ if and only if ܮ to a number ݐ݊݁݃ݎ݁ݒ݊݋ܿ-ሻߣ א ܸ ஢ఒ, where 
  ஢ܸఒ =ሼא ݔ ݈ஶ: lim௠՜ஶ ௠௡ݐ ሺݔሻ ൌ ,ܮ uniformly in ݊; ܮ ൌ  ሺσ, ሻߣ െ limݔ ሽ, 

∑ ሻ= ଵఒ೘ݔ௠௡ሺݐ  ூ೘א஢ೕሺ௡ሻ௝ݔ . 
We denote by ஢ܸఒ the space of all ሺσ, ሻ-convergent sequences. Note that  ሺ݅ሻ if σሺ݊ሻ = ݊ ൅ߣ  1, then ஢ܸఒ is reduced to the space ݂_ (cf [13]),  ሺ݅݅ሻ and if ߣ௠  = ݉, then ஢ܸఒ is reduced to the space ஢ܸ,  ሺ݅݅݅ሻ if σሺ݊ሻ  ൌ  ݊ ൅ 1 and ߣ௠ ൌ ݉, then ஢ܸఒ is reduced to the space ݂,  ሺ݅ݒሻ ܿ ؿ ஢ܸఒ ؿ ݈ஶ. 
 
Remark 2.1. It is easy to see that ஢ܸఒ  is a ܭܤ space with צ ݔ ,sup݉ = צ  .|ሻݔሺ݊݉ݐ| ݊
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Remark 2.2. Note that a convergent sequence is ሺσ,   ௠ߣ ሻ-convergent but converse need not hold, e.g. letߣ
= ݉, σሺ݊ሻ  ൌ  ݊ ൅ 1 and the sequence ݔ ൌ  ሺݔ௞ሻ be defined by 
௞ݔ  ൌ ൜ 1;  if k is odd,െ1;  if k is even, 

 
then ݔ ൌ  ሺݔ௞ሻ is ሺσ,  .ሻ-convergent to 0 but not convergentߣ
 

3. ሺσ,  ሻ-CONSERVATIVE MATRICESߣ
 
Definition 3.1. An infinite matrix ܣ ൌ  ሺܽ௡௞ሻ is said to be ሺσ, ݔܣ if and only if ݁ݒ݅ݐܽݒݎ݁ݏ݊݋ܿ-ሻߣ א ஢ܸఒ  
for all ݔ ൌ  ሺݔ௞ሻ א ܿ.  We denote this by ܣ א ሺܿ, ஢ܸఒ ሻ. 
 
Definition 3.2. We say that infinite matrix ܣ ൌ  ሺܽ௡௞ሻ is said to be ሺσ, ,ൌ ሺܽ௡௞ሻ is ሺσ ܣ if and only if ݎ݈ܽݑ݃݁ݎ-ሻߣ ,ሻ-conservative and ሺσߣ ൌ ݔ for all ݔlim = ݔܣሻ- limߣ  ሺݔ௞ሻ א ܿ. We denote this by ܣ ,ሺܿא ஢ܸఒ ሻ  ௥௘௚. 
 
Remark 3.1. If we take ߣ௡ ൌ ݊, then ఙܸఒ is reduced to the space and ሺσ, ,ሻ-conservative and ሺσߣ  regular matrices (cf [4]); and in-ߪ conservative and-ߪ ሻ-regular matrices are respectively reduced toߣ
addition, if ߪሺ݊ሻ ൌ ݊ ൅ 1 then the space ఙܸఒ is reduced to the space ݂ of almost convergent sequences (cf 
[5]) and these matrices are reduced to the almost conservative and almost regular matrices (cf [14]) 
respectively. 

In the following theorem we characterize ሺσ, ,ሻ-conservative and ሺσߣ  ሻ-regular matrices and find theߣ
associated bounded linear operators. 
 
Theorem 3.1. (a) A matrix ܣ = (ܽ௡௞) is ሺσ, ܣ .ሻ-conservative, i.eߣ א ሺܿ, ஢ܸఒ ሻ if and 
only if it satisfies the following conditions ሺ݅ሻ  ԡܣԡሺ௟ಮ,௟ಮሻୀsup௡ ෍|ܽ௡௞| ൏ ∞௞ ;    ሺ݅݅ሻ ܽሺ௞ሻ ൌ ሺܽ௡௞ሻ௡ୀଵஶ א ఙܸఒ, for each ݇;  ሺ݅݅݅ሻ ܽ ൌ ൭෍ ܽ௡௞௞ ൱௡ୀଵ

ஶ א ఙܸఒ.  
In this case, the ሺσ,  is ݔܣ ሻ-limit ofߣ
 lim ݔ ൥ݑ െ ෍ ௞௞ݑ ൩ ൅ ෍ ௞,௞ݑ௞ݔ  

 
Where ݑ ൌ ሺσ, ௞ݑ  ሻ-lim ܽ  andߣ ൌ ሺσ, ݇ ,ሻ-lim ܽ௞ߣ ൌ 1,2, …. 
(b) ܣ א ሺܿ, ஢ܸఒ ሻ defines an operator ܮ஺ א ℬሺܿ, ఙܸఒሻ by ܮ஺ሺݔሻ ൌ ݔ for all ݔܣ א ܿ, and ԡܮ஺ԡ ൌ ԡܣԡሺ௟ಮ,௟ಮሻ . 
 
Proof: (a) It is quite similar to that of Theorem 1 of Schaefer [4] once we take 
ሻݔ௠௡ሺݐ  ൌ ௠ߣ1 ෍ ෍ ܽఙೕሺ௡ሻ,௞ݔ௞.௝אூ೘

ஶ
௞ୀଵ  

 
(b) It follows directly from Lemma 1.1(a). Since ఙܸఒ is a BK space and ൫ܿ, ఙܸఒ൯ ؿ ሺܿ, ݈ஶሻ ؿ ሺ݈ஶ, ݈ஶሻ, we 
get by Lemma 1.1(c) ԡܮ஺ԡ ൌ ԡܣԡሺ௟ಮ,௟ಮሻ. 
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This completes the proof of the theorem. 
Now, we deduce the following. 
 

Corollary 3.2. ܣ ൌ ሺܽ௡௞ሻ is ሺߪ, ,ߪሻ-regular if and only if the conditions (i), (ii) withሺߣ  ሻ-limit zero forߣ
each k, and (iii) with ሺߪ, ,ߪሻ-limit 1 of Theorem 3.1 hold. In this case, the ሺߣ ∑ is ݔܣ ሻ-limit ofߣ ௞௞ݑ௞ݔ .  
 

4. ሺσ,  ሻ-COERCIVE MATRICESߣ
 

Definition 4.1. A matrix ܣ ൌ  ሺܽ௡௞ሻ is said to be ሺσ, ݔܣ if and only if ݁ݒ݅ܿݎ݁݋ܿ-ሻߣ א ஢ܸఒ  for all ݔ ൌ ሺݔ௞ሻ א ݈ஶ, and this is denoted by ܣ א ሺ݈ஶ, ஢ܸఒ ሻ. 
 
Remark 4.1. If we then take ߣ௡ ൌ ݊, ሺσ,  ;coercive matrices (cf [4])-ߪ ሻ-coercive matrices are reduced toߣ
and in addition, if ߪሺ݊ሻ ൌ ݊ ൅ 1 then these matrices are reduced to the almost coercive matrices (cf [15]). 

We prove the following lemma which will be used in our next theorem. 
 

Lemma 4.1. Let ܤሺ݊ሻ ൌ ሺܾ௠௞ሺ݊ሻሻ, ݊ ൌ 0,1,2, …. be a sequence of infinite matrices such that 
(i) ԡܤሺ݊ሻԡ ൏ ܪ ൏ ൅∞ for all ݊; and 
(ii) lim௠ܾ௠௞ሺ݊ሻ ൌ 0 for each ݇, uniformly in ݊. 
Then 

 
                                        lim௠ ∑ ܾ௠௞ሺ݊ሻݔ௞ ൌ 0 uniformly in ݊௞  for each ݔ א ݈ஶ                                   (1) 

 
If and only if 

 
                                                         lim௠ ∑ |ܾ௠௞ሺ݊ሻ| ൌ 0 uniformly in ݊௞ .                                              (2) 

 
Proof: Let (2) hold and ݔ א ݈ஶ. Then, since 
 อ෍ ܾ௠௞ሺ݊ሻݔ௞௞ อ ൑ ԡݔԡஶ ෍|ܾ௠௞ሺ݊ሻ|,௞  
 
condition (1) holds clearly. 

Conversely suppose that (1) holds but (2) does not hold. Let 
 lim௠ ෍|ܾ௠௞ሺ݊ሻ| ൌ ߣ ൐ 0 for all ݊௞ . 

 
For fixed ݊, let us write ܾሺ݉, ݇ሻ in place of  ܾ௠௞ሺ݊ሻ. Let for a given ߝ ൐ 0, 
 ܰሺߝሻ ൌ ൝݉ א Գ: ෍|ܾሺ݉. ݇ሻ| ൐ ߣ െ ௞ߝ ൡ. 

 
Then by (i) and (ii) there exist increasing sequences of integers ݉௥ א ܰሺ1/ݎሻ and ݇௥ such that 
 

                                                                 ቐ∑ |ܾሺ݉௥, ݇ሻ| ൏ ଵ௥ ,௞ஸ௞ೝషభ∑ |ܾሺ݉௥, ݇ሻ| ൏ ଵ௥ .௞வ௞ೝ                                                              (3) 

 
Now define ݔ א ݈ஶ such that ݇௥ିଵ ൏ ݇ ൏ ݇௥, 
௞ݔ  ൌ ൜1   ;  if ܾሺ݉௥, ݇ሻ ൒ 0,െ1;  if ܾሺ݉௥, ݇ሻ ൏ 0. 

 
Then for all ݉௥ א ܰ ቀଵ௥ቁ, 
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173෍ ܾሺ݉௥, ݇ሻݔ௞ ൌ ෍ ܾሺ݉௥, ݇ሻݔ௞௞ஸ௞ೝషభ ൅ ෍ ܾሺ݉௥, ݇ሻݔ௞௞ೝషభழ௞ஸ௞ೝ ൅ ෍ ܾሺ݉௥, ݇ሻݔ௞                  ௞வ௞ೝ௞  

                                ൒ ෍ ܾሺ݉௥, ݇ሻݔ௞௞ೝషభழ௞ஸ௞ೝ െ ԡݔԡஶ ෍ |ܾሺ݉௥, ݇ሻ|௞ஸ௞ೝషభ െ ԡݔԡஶ ෍ |ܾሺ݉௥, ݇ሻ|௞வ௞ೝ  

൒ ෍ ܾሺ݉௥, ݇ሻݔ௞௞ೝషభழ௞ஸ௞ೝ െ     ݎ2
ൌ ෍ |ܾሺ݉௥, ݇ሻ|௞ೝషభழ௞ஸ௞ೝ െ     ݎ2

        ൌ ෍ |ܾሺ݉௥, ݇ሻ|௞ ൅ ෍ |ܾሺ݉௥, ݇ሻ|௞ஸ௞ೝషభ ൅ ෍ |ܾሺ݉௥, ݇ሻ| െ ௞வ௞ೝݎ/2  

൒ ෍|ܾሺ݉௥, ݇ሻ|௞ െ   .ݎ4
 

Therefore, 
 lim௥ ෍ ܾሺ݉௥, ݇ሻݔ௞௞ ൒ lim௥ ෍|ܾሺ݉௥, ݇ሻ|௞  

 
and (1) implies that 
 lim௠ ෍|ܾ௠௞ሺ݊ሻ| ൌ 0௞  uniformly in ݊. 

 
This completes the proof of the lemma. 
Now, we characterize ሺߪ,  ሻ-coercive matrices and obtain the bounded linear operator for theseߣ

matrices. 
 

Theorem 4.1. (a) A matrix ܣ ൌ ܽ௡௞ is ሺߪ, ܣ .ሻ-coercive, i.eߣ א ሺ݈ஶ, ஢ܸఒ ሻ if and only if (i) and (ii) of 
Theorem 3.1 hold, and 
 ሺiiiሻ    lim௠ ෍ ቮ ෍ ܽఙೕሺ௡ሻ,௞ െ ூ೘א௞௝ݑ ቮ  uniformly in ݊.ஶ

௞ୀଵ   
 

In this case, the ሺߪ,  is ݔܣ ሻ-limit ofߣ
 ෍ ݔ ׊          ௞ݑ௞ݔ א ݈ஶ,௞  

 
Where ݑ௞ ൌ ሺߪ,  .ሻ-lim ܽ௞ߣ
(b) ܣ א ൫݈ஶ, ఙܸఒ൯ defines an operator ܮ஺ א ℬ൫݈ஶ, ఙܸఒ൯ by ܮ஺ሺݔሻ ൌ ݔ for all ݔܣ א ݈ஶ, and ԡܮ஺ԡ ൌԡܣԡሺ௟ಮ,௟ಮሻ. 
 
Proof: (a) Sufficiency. Same as in Theorem 3 of [4]. 

Necessity. Let ܣ be ሺߪ, ,ߪis ሺ ܣ ሻ-coercive matrix. This implies thatߣ  ሻ-conservative, then weߣ
have condition (i) and (ii) from Theorem 3.1. Now we have to show that (iii) holds. 

Suppose that for some ݊, we have 
 



M. Mursaleen / et al. 
 

Iranian Journal of Science & Technology, Trans. A, Volume 33, Number A2                                                              Spring 2009 

174

limsup௡ ෍ ቮ ෍ ൣܽఙೕሺ௡ሻ,௞ െ ூ೘א௞൧௝ݑ ቮஶ
௞ୀଵ ௠൘ߣ ൌ ܰ ൐ 0. 

 
Since ԡܣԡ is finite, ܰ is also finite. We observe that since ∑ |௞ݑ| ൏ ∞ஶ௞ୀଵ  and ܣ is ሺߪ,  ሻ-coercive, theߣ
matrix ܤ ൌ ሺܾ௡௞ሻ, where ܾ௡௞ ൌ ܽ௡௞ െ ,ߪ௞, is also a ሺݑ  ሻ-coercive matrix. By an argument similar to thatߣ
of Theorem 2.1 in [15], one can find ݔ א ݈ஶ for which ݔܤ ב ఙܸఒ. This contradiction implies the necessity 
of (iii). 

Now, we use Lemma 4.1 to show that this convergence is uniform in ݊. Let 
 ݄௠௞ሺ݊ሻ ൌ ෍ ൣܽఙೕሺ௡ሻ,௞ െ ூ೘א௞൧௝ݑ ௠ൗߣ  

 
and let ܪሺ݊ሻ be the matrix ሺ݄௠௞ሺ݊ሻሻ. It is easy to see that ԡܪሺ݊ሻԡ ൑ 2ԡܣԡሺ௟ಮ,௟ಮሻ for every ݊; and from 
condition (ii) 
 lim௠ ݄௠௞ ሺ݊ሻ ൌ 0 for each ݇, uniformly in ݊. 

 
For any ݔ א ݈ஶ 
 lim௠ ෍ ݄௠௞௝אூ೘ ሺ݊ሻݔ௞ ൌ ሺߪ, ‐ሻߣ lim ݔܣ െ ෍ ௞ஶݔ௞ݑ

௞ୀଵ  

 
and the limit exists uniformly in ݊, since ݔܣ א ఙܸఒ. Moreover, this limit is zero since 
 อ෍ ݄௠௞ሺ݊ሻݔ௞ஶ

௞ୀଵ อ ൑ ԡݔԡஶ ෍ ቮ ෍ ൣܽఙೕሺ௡ሻ,௞ െ ூ೘א௞൧௝ݑ ቮஶ
௞ୀଵ ௠൘ߣ . 

 
Hence 
 lim௠ ෍|݄௠௞ሺ݊ሻ| ൌ 0 uniformly in ݊;ஶ

௞ୀଵ  

 
i.e. the condition (iii) holds. 

(b) Observe that ൫݈ஶ, ఙܸఒ൯ ؿ ሺ݈ஶ, ݈ஶሻ and the proof is the same as that of Theorem 3.1 (b). This 
completes the proof of the theorem 

 
5. ሺ݈ଵ, ఙܸఒሻ-MATRICES 

 
We prove the following theorem: 
 
Theorem 5.1. (a) We have ሺ݈ଵ, ఙܸఒሻ=ℬሺ݈ଵ, ఙܸఒሻ and ܣ א ሺ݈ଵ, ఙܸఒሻ if and only if 
 ሺ݅ሻ  ԡܣԡ ൌ sup௠,௡,௞ ቮ ௠ߣ1 ෍ ܽఙೕሺ௡ሻ,௞௝אூ೘ ቮ ൏ ∞, ܽ݊݀  

 
the condition (ii) of Theorem 3.1 hold. 
(b) If ܣ א ሺ݈ଵ, ఙܸఒሻ then ԡܮ஺ԡ ൌ ԡܣԡ. 
 
Proof: Since ݈ଵ has ܭܣ, Lemma 1.1 (b) yields the first part. 
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Sufficiency. Let the conditions hold. For ݔ ൌ ሺݔ௞ሻ א ݈ଵ, we see that 
 
                                 lim௠՜∞ ଵఒ೘ ∑ ∑ ܽఙೕሺ௡ሻ,௞ݔ௞ ൌ ∑ ܽ௞ݔ௞∞௞ୀଵ௝אூ೘∞௞ୀଵ , uniformly in ݊                             (4) 

 
it also converges absolutely. Furthermore, 

ଵఒ೘ ∑ ∑ ܽఙೕሺ௡ሻ,௞ݔ௞௝אூ೘ஶ௞ୀଵ  converges absolutely 
for each ݉, ݊. Given ε>0, there exists ݇୭ ൌ ݇୭ሺߝሻ such that 
 
                                                                          ∑ ௞|௞வ௞౥ݔ| ൏  (5)                                                                   .ߝ

 
By (ii), we can find ݉୭ א Գ such that 
 

                                                     ቚ∑ ቂ ଵఒ೘ ∑ ܽఙೕሺ௡ሻ,௞ െ ܽ௞௝אூ೘ ቃ௞வ௞౥ ௞ቚݔ ൏ ∞,                                              (6) 
 

for all ݉ ൐ ݉୭, uniformly in ݊. Now 
 ቮ෍ ቎ ௠ߣ1 ෍ ܽఙೕሺ௡ሻ,௞ െ ܽ௞௝אூ೘ ቏ ௞ஶݔ

௞ୀଵ ቮ ൑ ቮ ෍ ቎ ௠ߣ1 ෍ ܽఙೕሺ௡ሻ,௞ െ ܽ௞௝אூ೘ ቏ ௞௞ஸ௞౥ݔ ቮ ൅ ෍ ቮ ௠ߣ1 ෍ ܽఙೕሺ௡ሻ,௞ െ ܽ௞௝אூ೘ ቮ ௞|௞வ௞౥ݔ| , 
 

for all ݉ ൐ ݉୭, uniformly in ݊, by (5), (6) and (i). Hence (4) holds. 
Necessity. Let us define a continuous linear functional ܳ௠௡ on ݈ଵ by 

 ܳ௠௡ሺݔሻ ൌ ௠ߣ1 ෍ ෍ ܽఙೕሺ௡ሻ,௞௝אூ೘௞  .௞ݔ
 

Now 
 |ܳ௠௡ሺݔሻ| ൑ sup௞ ቮ ௠ߣ1 ෍ ܽఙೕሺ௡ሻ,௞௝אூ೘ ቮ ԡݔ௞ԡଵ 

 
and hence 
 

                                                        ԡܳ௠௡ԡ ൑ sup௞ ቚ ଵఒ೘ ∑ ܽఙೕሺ௡ሻ,௞௝אூ೘ ቚ.                                                      (7) 
 

For any fixed ݇ א Գ, define ݔ ൌ ሺݔ௜ሻ by 
 

௜ݔ ൌ ۔ە
݊݃ݏۓ ቌ ௠ߣ1 ෍ ܽఙೕሺ௡ሻ,௞௝אூ೘ ቍ ; for ݅ ൌ ݇0 ; for ݅ ് ݇.                                       

 
Then ԡݔԡଵ ൌ 1, and 
 |ܳ௠௡ሺݔሻ| ൌ ቮ ௠ߣ1 ෍ ܽఙೕሺ௡ሻ,௞௝אூ೘ ௞ቮݔ ൌ ቮ ௠ߣ1 ෍ ܽఙೕሺ௡ሻ,௞௝אூ೘ ቮ ԡݔԡଵ, 

 
So that 
 

                                                         ԡܳ௠௡ԡ ൒ sup௞ ቚ ଵఒ೘ ∑ ܽఙೕሺ௡ሻ,௞௝אூ೘ ቚ.                                                    (8) 
 

Now, by (7) and (8) 
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ԡܳ௠௡ԡ ൌ sup௞ ቮ ௠ߣ1 ෍ ܽఙೕሺ௡ሻ,௞௝אூ೘ ቮ. 
 

Since ܣ א ሺ݈ଵ, ఙܸఒሻ, we have 
 sup௠,௡|ܳ௠௡ሺݔሻ| ൌ sup௠,௡ ቮ ௠ߣ1 ෍ ෍ ܽఙೕሺ௡ሻ,௞௝אூ೘௞ ௞ቮݔ ൏ ∞. 

 
Therefore, by the uniform boundedness principle, we have 
 sup௠,௡ԡܳ௠௡ሺݔሻԡ ൌ sup௠,௡,௞ ቮ ௠ߣ1 ෍ ܽఙೕሺ௡ሻ,௞௝אூ೘ ቮ ൏ ∞. 

 
(b) If ܣ א ሺ݈ଵ, ఙܸఒሻ then 

 ԡܮ஺ሺݔሻԡ ൌ sup௠,௡|ݐ௠௡ሺݔܣሻ| ൑ ԡܣԡԡݔԡଵ, 
 

Which implies that ԡܮ஺ሺݔሻԡ ൑ ԡܣԡ. Also, ܮ஺ א ℬ൫݈ଵ, ఙܸఒ൯ implies that 
 ԡܮ஺ሺݔሻԡ ൌ ԡݔܣԡ ൑ ԡܮ஺ԡԡݔԡଵ, 
 
and it follows from ฮ݁ሺ௞ሻฮଵ ൌ 1 for all ݇ that ԡܣԡ ൑ ԡܮ஺ԡ. Hence ԡܮ஺ԡ ൌ ԡܣԡ. 

This completes the proof of the theorem. 
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2. Malkowsky, E. & Rakocුević, V. (2000). An introduction into the theory of sequence spaces and measures of 

noncompactness. Zbornik radova, Matematiܿ̌ki Institute SANU, 9(17), 143-234. 

3. Mursaleen, M. (1983). On some new invariant matrix methods of summability. Quart. J. Math. Oxford, 34, 77-

86. 

4. Schaefer, P. (1972). Infinite matrices and invariant means, Proc. Amer. Math. Soc., 36, 104-110. 

5. Lorentz, G. G. (1948). A contribution to theory of divergent sequences, Acta Math., 80, 167-190. 

6. Cakan, C., Altay, B. & Mursaleen, M. (2006). The σ-convergence and σ-core of double sequences. Applied 
Mathematics Letters, 19, 1122-1128. 

7. Cakan, C., Altay, B. & Coskun, H. (2009). σ-regular matrices and a σ-core theorem for double sequences. 

Hacettepe J. Math. Stat., 38(1), 51-58. 

8. Mursaleen, M. & Mohiuddine, S. A. (2010). Some new double sequence spaces of invariant means. Glasnik 
Matematicki, 45(65), 139-153. 

9. Mursaleen, M. & Mohiuddine, S. A. (2007). Double σ-multiplicative matrices. J. Math. Anal. Appl., 327, 991-

996. 

10. Mursaleen, M. & Mohiuddine, S. A. (2008). Regularly σ-conservative and σ-coercive four dimensional matrices. 

Computers and Mathematics with Applications, 56, 1580-1586. 

11. Mursaleen, M. & Mohiuddine, S. A. (2009). On σ-conservative and boundedly σ-conservative four dimensional 

matrices. Computers and Mathematics with Applications, 59, 880-885. 

12. Mursaleen, M. & Mohiuddine, S. A. (2010). Some inequalities on sublinear functional related to the invariant 

mean for double sequences. Math. Ineq. Appl., 13(1), 157-163. 



Almost convergence through the generalized… 
 

Spring 2009                                                              Iranian Journal of Science & Technology, Trans. A, Volume 33, Number A2 

177

13. Bala, S. (1994). A study on characterization of some classes of matrix transformations between some sequence 

spaces, Ph.D. Thesis, A.M.U. Aligarh. 

14. King, J. P. (1966). Almost summable sequences, Proc. Amer. Math. Soc., 17, 1219-1225. 

15. Eizen, C. & Laush, G. (1969). Infinite matrices and almost convergence. Math, Japan, 14, 137-143. 


	First pages.pdf
	1. Dr. Ebadian
	2. Dr. Ghadiri
	3. Dr. Kocayigit
	4. Mursaleen
	5. Dr. Peyghan
	6. Dr. Tayebi
	7. Dr. Yuce
	8. Dr. Abassi Davani
	9. After Aticles
	10.Chekide
	Final pages



