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Abstract – This paper presents an efficient modification of the variational iteration method for solving boundary value problems using the chebyshev polynomials. The proposed method can be applied to linear and nonlinear models. The scheme is tested for some examples and the obtained results demonstrate the reliability and efficiency of the proposed method.
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1. INTRODUCTION

The variational iteration method was developed by He in [1-4]. Over the years, variational iteration method has been applied to Klein-Gordon equation [5], Helmholtz equation [6], differential algebraic equations [7], epidemic and prey predators models [8], nonlinear boundary value problems [9], and many others problems [10-12]. The main idea of variational iteration method is to construct a correction functional by a general Lagrange multiplier. The purpose of the present paper is to introduce a modification of the variational iteration method using orthogonal Chebyshev polynomials.

Consider the following differential equation

\[ Lu(t) + Nu(t) = g(t), \]  

Where \( L \) is a linear operator, \( N \) is a nonlinear operator, and \( g(t) \) is an inhomogeneous term. Then, we can construct a correction functional as follows:

\[ u_{n+1}(t) = u_n(t) + \int_0^t \lambda (Lu_n(x) + N \tilde{u}_n(x) - g(x)) dx, \]

where \( \lambda \) is a general Lagrange multiplier [3, 4] which can be determined optimally via the variational theory. The second term on the right is called the correction and \( \tilde{u}_n \) is considered as a restricted variation, i.e. \( \delta \tilde{u}_n = 0 \). The successive approximations \( u_{n+1}, \ n \geq 0 \), of the solution \( u \) will be readily obtained upon using the determined Lagrangian multiplier and the selective function \( u_0 \). Consequently, the solution is given by \( u = \lim_{n \to \infty} u_n \).
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2. MODIFIED VARIATIONAL ITERATION METHOD

In cases in which \( g(t) \) is a complicated function and its integration is cumbersome, Taylor series expansion may be used up to an arbitrary natural number \( M \), and the variational iteration method is then applied. Now, if \( g(t) \) is expressed in Taylor series as follows:

\[
g(t) \approx \sum_{k=0}^{M} g_k(t),
\]

by substituting Eq. (3) in Eq. (2) we have

\[
u_{n+1}(t) = u_n(t) + \int_{0}^{t} \lambda(Lu_n(x) + Nu_n(x) - \sum_{k=0}^{M} g_k(x))dx
\]

Thus, for an arbitrary natural number \( m \), from Eq. (4) we can obtain the approximate solution,

\[
u_{C}(t) = u_{m}(t).
\]

In this paper, \( g(t) \) is expressed in Chebyshev series instead, that is:

\[
g(t) \approx \sum_{k=0}^{M} a_k T_k(t),
\]

where \( T_k(t) \) denotes the Chebyshev polynomials of the first kind,

\[
T_0(t) = 1, \quad T_1(t) = t, \quad T_2(t) = 2t^2 - 1,
\]

and in general,

\[
T_{k+1}(t) = 2tT_k(t) - T_{k-1}(t), \quad k \geq 1
\]

By substituting Eq. (6) in Eq. (2) we have

\[
u_{n+1}(t) = u_n(t) + \int_{0}^{t} \lambda(Lu_n(x) + Nu_n(x) - \sum_{k=0}^{M} a_k T_k(x))dx .
\]

So, for an arbitrary natural number \( m \), from Eq. (7) we can obtain the approximate solution,

\[
u_{C}(t) = u_{m}(t).
\]

3. NUMERICAL RESULTS

In this section, we demonstrate the effectiveness of the proposed modification of the Variational iteration method with three illustrative examples. All of the computations have been done using the Maple12 with 10 digits precision.

**Test problem 1.** Consider the linear boundary value problem

\[
u''(t) + u'(t) + t^2u(t) = g(t), \quad 0 \leq t \leq 1
\]

\[
u(0) = 0, \quad u(1) = \ln(2),
\]

With \( g(t) = t^2 \ln(1 + t^2) + \frac{2(1 + t^4)}{t^2} \) and the exact solution \( u(t) = \ln(1 + t^2) \). According to the variational
iteration method, we can construct the correction functional of Eq. (9) as follows:

\[ u_{n+1}(t) = u_n(t) + \int_0^t \lambda(u''_n(x) + x \, \tilde{u}'_n(x)) + x^2 \tilde{u}_n(x) - g(x)dx, \]

where \( \lambda \) is the general Lagrange multiplier and \( \tilde{u}'_n(x), \tilde{u}_n(x) \) denote restricted variation, i.e. \( \delta \tilde{u}'_n(x) = \delta \tilde{u}_n(x) = 0 \). Making the above correction functional as the initial guess, we can begin with the following stationary conditions:

\[ 1 - \lambda'(x)|_{x=t} = 0, \quad \lambda(x)|_{x=t} = 0, \quad \lambda''(x)|_{x=t} = 0, \]

(12)

The Lagrange multiplier, therefore, can be identified as

\[ \lambda = x - t. \]

(13)

Therefore, the following iteration formula is obtained:

\[ u_{n+1}(t) = u_n(t) + \int_0^t (x-t)(u''_n(x) + x \, u'_n(x)) + x^2 u_n(x) - g(x))dx, \]

(14)

According to Eq.(10) we start with initial approximation \( u_0(t) = At \), where \( A \) is constant to be determined. From Eq.(14), we can obtain the following result:

\[ u_1(t) = At + \int_0^t (x-t)(Ax + Ax^3 - g(x))dx. \]

(15)

Considering \( g(t) \), it is clear how difficult it is to calculate \( u_1(t) \). So, by setting \( M = 10 \) in Eq.(3), the Taylor series of \( g(t) \) becomes,

\[ g(t) \approx 2 - 4t^2 + 9t^4 - \frac{25}{2} t^6 + \frac{49}{3} t^8 - \frac{81}{4} t^{10}. \]

(16)

Thus, by Eq.(4) and \( m = 8 \), we have:

\[ u_1(t) = At + t^2 - \frac{At}{6} - \frac{1}{3} t^4 - \frac{1}{20} At^5 + \frac{3}{10} t^6 + \cdots, \]

\[ u_2(t) = At + t^2 - \frac{At}{6} - \frac{1}{2} t^4 - \frac{1}{40} At^5 + \frac{14}{45} t^6 + \cdots, \]

\[ \vdots \]

\[ u_8(t) = At + t^2 - \frac{At}{6} - \frac{1}{40} At^5 + \frac{1}{3} t^6 + \cdots. \]

By imposing the boundary condition at \( t = 1 \), we obtain \( A = 0.0816153511 \) and

\[ u_1(t) = u_8(t) = 0.0816153511t + t^2 - 0.0136025585t^3 - 0.5t^4 - 0.002040383778t^5 + 0.3333333333t^6 + \cdots. \]

Now, the Chebyshev polynomials are used to expand \( g(t) \). By setting \( M = 10 \) in Eq.(6), the Chebyshev expansion of \( g(t) \) becomes,
\[ g(t) \approx \sum_{k=0}^{10} a_k T_k(2t-1), \quad 0 \leq t \leq 1 \]

Where

\[ a_0 = \frac{1}{\pi} \int_{-1}^{1} \frac{g(0.5t + 0.5)T_0(t)}{\sqrt{1-t^2}} dt, \]

and

\[ a_k = \frac{2}{\pi} \int_{-1}^{1} \frac{g(0.5t + 0.5)T_k(t)}{\sqrt{1-t^2}} dt, \quad k = 1, 2, ..., 10. \]

So, we have

\[ g(t) \approx 1.999998592 + 0.0003541638800t - 4.014741800t^2 + ... -1.223069532t^{10}. \quad (17) \]

Thus, by Eq.(7) and \( m = 8 \), we obtain,

\[ u_1(t) = At + 0.9999992960t^2 + (0.00005902731335 - 0.16666666667A)\gamma^3 - 0.3345618165t^4 + (0.01197517288 - 0.05000000000)\gamma^5 + 0.2336299475\gamma^6 + ... , \]

\[ u_2(t) = At + 0.9999992959t^2 + (0.00005902731335 - 0.16666666667A)\gamma^3 - 0.5012283655t^4 + (0.01196631878 - 0.0250000000000)\gamma^5 + 0.2449048806\gamma^6 + ... , \]

\[ u_3(t) = At + 0.9999992964t^2 + (0.00005902731335 - 0.16666666667A)\gamma^3 - 0.2671270867t^4 + (0.01196631878 - 0.0250000000000)\gamma^5 + 0.2449048806\gamma^6 + ... . \]

By imposing the boundary condition at \( t = 1 \), we obtain \( A = 1.227117207 \times 10^{-10} \) and \( u_C(t) = u_k(t) = -1.840675810 \times 10^{-3}t + 0.9999992960t^2 + 0.00005902762013t^3 - 0.5012283660t^4 + 0.01196631883t^5 + 0.2671270867t^6 + ... . \)

Table 1 shows the maximum norm errors of approximate solutions \( u_T(t) \) and \( u_C(t) \).

<table>
<thead>
<tr>
<th>( m )</th>
<th>( u(t) - u_T(t) ) ( | \infty ) in variational iteration method using Taylor series</th>
<th>( u(t) - u_C(t) ) ( | \infty ) in modified variational iteration method using Chebyshev polynomials</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>6.7(e-2)</td>
<td>1.5(e-2)</td>
</tr>
<tr>
<td>5</td>
<td>5.4(e-2)</td>
<td>1.6(e-5)</td>
</tr>
<tr>
<td>8</td>
<td>5.4(e-2)</td>
<td>5.4(e-9)</td>
</tr>
</tbody>
</table>

**Test problem 2.** Consider the nonlinear boundary value problem

\[ u^*(t) + (u(t))^2 = g(t), \quad 0 \leq t \leq 1 \quad (18) \]

\[ u(0) = 0, \quad u(1) = \sin(1), \quad (19) \]

With \( g(t) = -4\sin(t^2)\gamma^2 + 2\cos(t^2) + \sin^2(t^2) \) and the exact solution \( u(t) = \sin(t^2) \). According to the variational iteration method, we can construct the correction functional of
Eq.(18) as follows: \( u_{n+1}(t) = u_n(t) + \int_0^t \lambda (u_n'(x) + (\tilde{u}_n(x))^2 - g(x))dx \), \( \lambda \) is general Lagrange multiplier and \((\tilde{u}_n(x))^2\) denote restricted variation, i.e. \( \delta(\tilde{u}_n(x))^2 = 0 \).

\[
u_{n+1}(t) = u_n(t) + \int_0^t (x - t)(u_n''(x) + (u_n(x))^2 - g(x))dx ,
\]

so, we obtain following iteration formula:

According to Eq.(19) we start with initial approximation \( u_0(t) = Bt \). By setting \( M = 8 \) and \( m = 5 \) in Eq.(3), Eq.(6) and Eq.(4), Eq.(7), respectively, and imposing the boundary condition at \( t = 1 \) we obtain:

\[
u_1(t) = u_1(t) = 0.00004212166016, \quad u_2(t) = u_2(t) = 0.0000004212116601t^5 - 0.000000421216601t^6 + \cdots ,
\]

and

\[
u_2(t) = u_2(t) = -6.1741267791 \times 10^{-9} , \quad u_3(t) = u_3(t) = -6.0174126779 \times 10^{-9}t + 0.9999963852t^2 + 0.000001758714667t^3 - 0.00002061403733t^4 + 0.000010761313193t^5 - 0.1666666667 ,
\]

Table 2 shows the maximum norm errors of approximate solutions \( u_T(t) \) and \( u_C(t) \).

<table>
<thead>
<tr>
<th>( m )</th>
<th>( u(t) - u_T(t) ) in variational iteration method using Taylor series</th>
<th>( u(t) - u_C(t) ) in modified variational iteration method using Chebyshev polynomials</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.6(e-2)</td>
<td>1.6(e-2)</td>
</tr>
<tr>
<td>3</td>
<td>25(e-5)</td>
<td>5.4(e-9)</td>
</tr>
<tr>
<td>5</td>
<td>3.6(e-5)</td>
<td>4.6(e-9)</td>
</tr>
</tbody>
</table>

\textbf{Test problem 3.} Consider the following system of nonlinear boundary value problem

\[
u''(t) + v'(t) + u(t) = g_1(t) \quad 0 \leq t \leq 1 ,
\]

with conditions,

\( u(0) = v(0) = 1, \quad u(1) = v(1) = \sqrt{2} , \)

and the exact solution \( u(t) = \sqrt{1 + t^2} \) and \( v(t) = \sqrt{1 + t} \). According to the variational iteration method, the correction functionals are given by:

\[
u_{n+1}(t) = u_n(t) + \int_0^t \lambda_1(u_n''(x) + x \tilde{v}_n'(x) + \tilde{u}_n(x) - g_1(x))dx ,
\]

\[
u_{n+1}(t) = v_n(t) + \int_0^t \lambda_2(v_n''(x) + \tilde{u}_n'(x)\tilde{v}_n(x) + \tilde{v}_n(x) - g_2(x))dx ,
\]
where \( \bar{u}_n(x) \), \( \bar{v}_n(x) \) and \( \bar{v}_n'(x) \) denote restricted variations, i.e. \( \tilde{\delta}_n(x) = \tilde{\delta}_n'(x) = \tilde{\delta}_n''(x) = 0 \), can be easily identified as \( \lambda_1 = x - t \), \( \lambda_2 = x - t \). Therefore, we have the following iteration formula:

\[
\begin{align*}
\bar{u}_{n+1}(t) &= \bar{u}_n(t) + \int_0^t (x - t)(\bar{u}''_n(x) + x \bar{v}'_n(x) + \bar{u}_n(x) - g_1(x))dx, \quad (26) \\
\bar{v}_{n+1}(t) &= \bar{v}_n(t) + \int_0^t (x - t)(\bar{v}''_n(x) + \bar{u}_n(x)\bar{v}_n(x) + \bar{v}_n(x) - g_2(x))dx, \quad (27)
\end{align*}
\]

According to Eq.(23) we start with initial approximation \( u_0(t) = 1 + Ct \) and \( v_0(t) = 1 + Dt \). By setting \( M = 8 \) and \( m = 6 \) in Eq.(3), Eq.(6) and Eq.(4), Eq.(7), respectively, and imposing the boundary conditions at \( t = 1 \) we obtain:

\[
\begin{align*}
C &= -0.0124610863, \quad D = 0.5033821290, \\
u_T(t) &= u_0(t) = 1 - 0.0124610863t + 0.50000000000t^2 + 0.0015131595t^3 - 0.12500000000t^4 - 0.00021807870t^5 + 0.0624303346t^6 + \cdots, \\
v_T(t) &= v_0(t) = 1 + 0.5033821290t - 0.12500000000t^2 + 0.0634494714t^3 - 0.0385397758t^4 + 0.027010798t^5 - 0.0205416957t^6 + \cdots.
\end{align*}
\]

and

\[
\begin{align*}
C &= 6.76004962 \times 10^{-8}, \quad D = 0.500000031, \\
u_C(t) &= u_0(t) = 1 + 6.76004962 \times 10^{-8}t + 0.50000000000t^2 - 0.000010458509t^3 - 0.1236558835t^4 - 0.0077580784t^5 + 0.0860471558t^6 + \cdots, \\
v_C(t) &= v_0(t) = 1 + 0.5000000311t - 0.1249999090t^2 + 0.0624944680t^3 - 0.03898251270t^4 + 0.02679853388t^5 + 0.0183763357t^6 + \cdots.
\end{align*}
\]

The obtained results are shown in Table 3.

<table>
<thead>
<tr>
<th>( m )</th>
<th>Variational iteration Method using Taylor series</th>
<th>Modified variational iteration method using Chebyshev polynomials</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( u(t) - u_T(t) ) (_{+\infty} )</td>
<td>( v(t) - v_T(t) ) (_{+\infty} )</td>
</tr>
<tr>
<td>2</td>
<td>5.5(e-3)</td>
<td>5.7(e-3)</td>
</tr>
<tr>
<td>4</td>
<td>8.3(e-3)</td>
<td>2.8(e-3)</td>
</tr>
<tr>
<td>6</td>
<td>8.3(e-3)</td>
<td>2.7(e-3)</td>
</tr>
</tbody>
</table>

A comparison of the results mentioned in Tables 1-3 show the power of the proposed method in this paper, for these examples.

**CONCLUSION**

The main purpose of this paper was to employ Chebyshev polynomials to the variational iteration method for solving linear and nonlinear boundary value problems. The results were employed to solve both linear and nonlinear illustrative problems. The modification proposed in this paper has demonstrated that the nonlinear terms can be handled without much difficulty. The results confirm that a greater accuracy compared to the traditional Taylor expansion method is obtained.
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