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Abstract

The compact operators on the Riesz sequence space $r_p^n(B^m)$ $(1 \leq p < \infty)$ have been studied by Başarır and Kara, "IJST (2011) A4, 279-285". In the present paper, we will characterize some classes of compact operators on the normed Riesz sequence spaces $r_p^n(B^m)$ and $r_p^m(B^m)$ by using the Hausdorff measure of noncompactness.
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1. Introduction

The Hausdorff measure of noncompactness has various applications in the theory of sequence spaces, one of them is to obtain necessary and sufficient conditions for matrix operators between BK spaces to be compact. Recently, several authors characterized classes of compact operators given by infinite matrices on the some sequence spaces by using this method [1-17].

In this paper, we will continue to study the characterization of compact operators on some Riesz $B^m$-difference sequence spaces. For this purpose, we will use the Hausdorff measure of noncompactness and some results in [3, 14].

2. Preliminaries and notations

Let $\omega$ be the space of all real valued sequences. Any vector subspace of $\omega$ is called a sequence space. We write $\ell_\infty$, $c$, $c_0$ and $c_s$ the sets of all bounded, convergent, null and finite sequences, respectively. Also, by $c_s$, $\ell_1$ and $\ell_p$ ($1 < p < \infty$), we denote the sequence spaces of all convergent, absolutely and $p$-absolutely convergent series, respectively. Further, we use the conventions that $e = (1,1,\ldots)$ and $e^{(k)}$ is the sequence whose only non-zero term is $1$ in the $k$th place for each $k \in \mathbb{N}$, where $\mathbb{N} = \{0,1,2,\ldots\}$.

The $\beta$-dual of a subset $X$ of $\omega$ is defined by

$$X^\beta = \{ a = (a_k) \in \omega : ax = (a_kx_k) \in cs \text{ for all } x \in X \}.$$

A sequence space $X$ is called a BK space if it is a Banach space with continuous coordinates $p_n:X \to \mathbb{C}$ $(n \in \mathbb{N})$, where $\mathbb{C}$ denotes the complex field and $p_n(x) = x_n$ for all $x = (x_k) \in X$ and every $n \in \mathbb{N}$. The sequence spaces $c_0$, $c$ and $\ell_\infty$ are BK-spaces with the usual sup-norm given by $\|x\|_\infty = \sup_{k \in \mathbb{N}}|x_k|$ and the space $\ell_1$ is a BK-space with the usual $\ell_1$-norm defined by $\|x\|_1 = (\sum_{k=0}^{\infty}|x_k|^1)^{1/p}$, where $1 \leq p < \infty$.

If $(X,\|\|)$ is a normed sequence space, then we write

$$\|a\|_X = \sup_{x \in X} \left| \sum_k a_k x_k \right|$$

for $a \in \omega$ provided the expression on the right hand side exists and is finite, which is the case whenever $X$ is a BK space and $a \in X^\beta$, where $X_k$ is the unit sphere in $X$, i.e., $X_k = \{ x \in X : \|x\| = 1 \}$.

Let $A = (a_{nk})$ be an infinite matrix of real numbers and $x = (x_k)$ a real sequence such that

$$Ax = (A_n(x)) = \left( \sum_k a_{nk} x_k \right)$$

exists for each $n$. (2)

Then the sequence $Ax = (A_n(x))$ is called $A$-transform of $x$. For two sequence spaces $X$ and $Y$ we say that the matrix $A$ maps $X$ into $Y$ if $Ax$ exists and belongs to $Y$ for all $x \in X$. By $(X,Y)$, we denote the set of all matrices which map $X$ into $Y$. Also, we write $A_n$ for the sequence in the $n$th row of $A$, that is, $A_n = (a_{nk})_{k=0}^{\infty}$. Thus $A \in (X,Y)$ if and only if $A_n \in X^\beta$ for all $n \in \mathbb{N}$ and $Ax \in Y$ for all $x \in X$.
For basic definitions and notation we refer to [18-20]. The following results are fundamental for our investigation.

**Lemma 1.1.** [3] Let \( X \) and \( Y \) be BK-spaces. Then we have \((X, Y) \in B(X, Y)\), that is, every \( A \in (X, Y) \) defines a linear operator \( L_A \in B(X, Y) \), where \( L_A(x) = Ax \) for all \( x \in X \).

**Lemma 1.2.** [6] Let \( X \) denote any of the spaces \( e \) or \( \ell_\infty \). If \( A = (a_{nk}) \in (X, c) \), then we have
\[
\alpha_k = \lim a_{nk} exists for every \( k \in \mathbb{N} \),
\]
\[
\sup_{k \to \infty} \left( \sum_{n=0}^{\infty} |a_{nk} - \alpha_k| \right) < \infty,
\]
\[
\lim A_n(x) = \sum_{k=0}^{\infty} \alpha_k x_k for all x = (x_k) \in X.
\]

**Lemma 1.3.** [3] Let \( X \) be a BK-space and \( Y \) be any of the spaces \( c_0 \), \( c \) or \( \ell_\infty \). Then, we have \( X = X_1 \) and \( \|A\|_X = \sup_{n} \|A_n\|_X < \infty \).

**Lemma 1.4.** [3] Let \( X \) denote any of the spaces \( e \), \( c \) or \( \ell_\infty \). Then, we have \( X' = X_1 \) and \( \|A\|_X = \sup_{n} \|A_n\|_X < \infty \).

If \( X \) and \( Y \) are Banach spaces then \( B(X, Y) \) is the set of all continuous linear operators \( L: X \to Y \). \( B(X, Y) \) is a Banach space with the operator norm defined by \( \|L\| = \sup_{\|x\| \leq 1} \|L(x)\| \) for all \( L \in B(X, Y) \). A linear operator \( L: X \to Y \) is said to be compact if the domain of \( L \) is all of \( X \) and every bounded sequence \( (x_n) \) in \( X \), the sequence \( (L(x_n)) \) has a convergent subsequence in \( Y \). We denote the class of such operators by \( C(X, Y) \).

Let \( M \) be a subset of a metric space \((X, d)\) and \( \varepsilon > 0 \) then, a subset \( A \) of \( X \) is called an \( \varepsilon \) -net of \( M \) in \( X \) if for every \( x \in M \) there exists \( a \in A \) such that \( d(x, a) \leq \varepsilon \). Further, if the set \( A \) is finite, then the \( \varepsilon \)-net \( A \) of \( M \) is called a finite \( \varepsilon \)-net of \( M \), and we say that \( M \) has a finite \( \varepsilon \)-net in \( X \). A subset of a metric space is said to be totally bounded if it has a finite \( \varepsilon \)-net for every \( \varepsilon > 0 \).

If \((X, d)\) is a metric space, we write \( M_X \) for the class of all bounded subsets of \( X \). If \( Q \in M_X \) then the Hausdorff measure of noncompactness of the set \( Q \), denoted by \( \chi(Q) \), is given by
\[
\chi(Q) = \inf\{\varepsilon > 0 : \text{Q has a finite } \varepsilon \text{-net in } X\}.
\]

The function \( \chi: M_X \to [0, \infty) \) is called the Hausdorff measure of noncompactness.

The basic properties of the Hausdorff measure of noncompactness can be found in [20], for example, if \( Q, Q_1 \) and \( Q_2 \) are bounded subsets of a metric space \((X, d)\), then
\[
\chi(Q) = 0 \text{ if and only if } Q \text{ is totally bounded}
\]
\[
Q_1 \subseteq Q_2 \text{ implies } \chi(Q_1) \leq \chi(Q_2).
\]

Further, if \( X \) is a normed space, then the function \( \chi \) has some additional properties connected with the linear structure, e.g.
\[
\chi(Q_1 + Q_2) \leq \chi(Q_1) + \chi(Q_2),
\]
\[
\chi(aQ) = |a|\chi(Q) \text{ for all } a \in \mathbb{C}.
\]

The following lemma is related to the Hausdorff measure of noncompactness of a bounded linear operator.

**Lemma 1.5.** [20] Let \( X \) and \( Y \) be Banach spaces and \( L \in B(X, Y) \). Then we have
\[
\|L\|_Y = \chi(L(S_X))
\]
and
\[
L \in C(X, Y) \text{ if and only if } \|L\|_Y = 0.
\]

Now we give the following two lemmas which show how to compute the Hausdorff measure of noncompactness in the sequence spaces \( c_0 \) and \( c \).

**Lemma 1.6.** [6] Let \( Q \in M_{c_0} \) and \( P_r : c_0 \to c_0 (r \in \mathbb{N}) \) be the operator defined by \( P_r(x) = x^r = (x_0, x_1, x_2, \ldots, x_r, 0, 0, \ldots) \) for all \( x = (x_k) \in c_0 \). Then, we have
\[
\chi(Q) = \lim_{r \to \infty} \left( \sup_{x \in Q} \|I - P_r(x)\|_{c_0} \right),
\]
where \( I \) is the identity operator on \( c_0 \).

**Lemma 1.7.** [20]. Let \( Q \in M_c \) and \( P_r : c \to c (r \in \mathbb{N}) \) be the projector onto the linear span of \( \{e, e^{(0)}, e^{(1)}, \ldots, e^{(r)}\} \). Then, we have
\[
\frac{1}{2} \lim_{r \to \infty} \left( \sup_{x \in Q} \|I - P_r(x)\|_{c} \right) \leq \chi(Q)
\]
\[
\leq \lim_{r \to \infty} \left( \sup_{x \in Q} \|I - P_r(x)\|_{c_0} \right).\]

where \( I \) is the identity operator on \( c \).

2. The Riesz \( B_m \)-difference sequence spaces \( r_0^d(B_m), r_0^u(B_m) \) and \( r_0^l(B_m) \)

In this section, by taking some special cases of the paranormed Riesz \( B_m \)-difference sequence spaces \( r_0^d(p, B_m), r_0^u(p, B_m) \) and \( r_0^l(p, B_m) \), we obtain BK-spaces and give some results related to these spaces.
For a sequence $x = (x_k)$, we denote the difference sequence by $\Delta x = x_k - x_{k-1}$. Let $(q_k)$ be a sequence of positive numbers, $Q_n = \sum_{k=0}^{n} q_k$; ($n \in \mathbb{N}$) and $r, s \neq 0$. Then the matrices $B^m = (b_{nk}^m)$ and $R^q, B^m = T^m = (t_{nk}^m)$ ($m \in \mathbb{N}$) are defined by

$$b_{nk}^m = \begin{cases} \binom{m}{n-k} r^{m-n+k} & \text{if } 0 \leq k \leq n, \\ 0 & \text{if } k > n \end{cases},$$

and

$$t_{nk}^m = \begin{cases} \frac{1}{Q_n} \sum_{i=k}^{n} \binom{m}{i-k} r^{m-i+k} & \text{if } 0 < k \leq \min(0, n-m), \\ \frac{r^m}{Q_n} & \text{if } k = n, \\ 0 & \text{if } k > n \end{cases}$$

for all $k, n \in \mathbb{N}$. It is obvious that the matrix $R^q = (r_{nk}^q)$ is the Riesz mean, that is,

$$r_{nk}^q = \frac{q_k}{Q_n} \quad (0 \leq k \leq n)$$

and

$$r_{nk}^q = 0 \quad (k > n)$$

for all $k, n \in \mathbb{N}$. It is obvious that the matrix $B^m$ reduced the difference matrix $\Delta^m$ in case $r = 1$ and $s = -1$, where $\Delta^m = \Delta(\Delta^{m-1})$.

Recently, the generalized $B^m$- Riesz difference sequence spaces $r_{0}^{q}(p, B^m)$, $r_{c}^{q}(p, B^m)$ and $r_{cn}^{q}(p, B^m)$ have been introduced by Başarır and Öztürk [21] as follows:

$$r_{0}^{q}(p, B^m) = \{x = (x_k) \in \omega: T^m x \in c_0(p)\},$$

$$r_{c}^{q}(p, B^m) = \{x = (x_k) \in \omega: T^m x \in c(p)\}$$

and

$$r_{cn}^{q}(p, B^m) = \{x = (x_k) \in \omega: T^m x \in \ell_\infty(p)\},$$

where $p = (p_n)$ is a bounded sequence of strictly positive real numbers and $c_0(p)$, $c(p)$, $\ell_\infty(p)$ are the paranormed sequence spaces defined by Maddox.

If we take $p_n = 1$ for all $n \in \mathbb{N}$, then we have that

$$r_{0}^{q}(B^m) = \{x = (x_k) \in \omega: T^m x \in c_0\},$$

$$r_{c}^{q}(B^m) = \{x = (x_k) \in \omega: T^m x \in c\}$$

and

$$r_{cn}^{q}(B^m) = \{x = (x_k) \in \omega: T^m x \in \ell_\infty\}.$$

It is obvious that if we put $q_k = \lambda_k - \lambda_{k-1}$ for all $k$, then the spaces $r_{0}^{q}(B^m)$, $r_{c}^{q}(B^m)$ and $r_{cn}^{q}(B^m)$ are reduced to the spaces $c_0^q(B^m)$, $c^q(B^m)$ and $\ell_\infty^q(B^m)$, respectively, where $c_0^\lambda$, $c^\lambda$ and $\ell_\infty^\lambda$ are the spaces defined by Mursaleen and Noman in [22].

Let $X$ be any of the spaces $r_{0}^{q}(B^m)$, $r_{c}^{q}(B^m)$ or $r_{cn}^{q}(B^m)$. It is obvious that $X$ is BK-spaces with the norm given by

$$\|x\|_X = \|T^m x\|_\infty = \sup_n |T^m_n(x)|.$$  \hfill (5)

Throughout, for any sequence $x = (x_k)$, we define the associated sequence $y = (y_k)$, which will be frequently used as the $T^m$-transform of $x$, that is, $y = T^m x$ and so

$$y_k = \frac{1}{Q_k} \sum_{j=0}^{k} \binom{m}{j} r^{m-j+i} r_{0}^{q} x_{j} + \frac{r^m}{Q_k} q_k x_k; \quad (k \in \mathbb{N}).$$

We shall write throughout for brevity that

$$\mathcal{V}(i, j, k) = (-1)^{i+j+k} \binom{m+j+i-1}{m+i-1} \frac{1}{q_i}; \quad (j, k, m \in \mathbb{N})$$

for all $r, s \neq 0$ and $q_i > 0 \quad (i \in \mathbb{N})$.

The following results will be needed in establishing our results.

**Lemma 2.1.** Let $X$ denote any of the spaces $r_{0}^{q}(B^m)$ or $r_{cn}^{q}(B^m)$. If $\alpha = (a_k) \in X^\beta$, then $\bar{\alpha} = (\bar{a}_k) \in \ell_1$ and the equality

$$\sum_{k=0}^{\infty} a_k x_k = \sum_{k=0}^{\infty} \bar{a}_k y_k$$

holds for every $x = (x_k) \in X$, where $y = T^m x$ is given by (6) and

$$\bar{a}_k = \frac{a_k}{Q_k} \sum_{j=0}^{m} \binom{m+j+i-1}{m+i-1} \mathcal{V}(i, j, k) a_j; \quad (k \in \mathbb{N}).$$

**Proof:** This follows immediately by [25, Theorem 5.6].

**Lemma 2.2.** Let $X$ denote any of the spaces $r_{0}^{q}(B^m)$ or $r_{cn}^{q}(B^m)$. Then, we have

$$\|\alpha\|_X = \sum_{k=0}^{\infty} |\bar{a}_k| < \infty$$

for all $\alpha = (a_k) \in X^\beta$, where $\bar{a} = (\bar{a}_k)$ is as in Lemma 2.1.
Proof: Let $Y = c_0 \ell_\infty$ and take any $a = (a_k) \in X^\mathbb{N}$. Then, we have by Lemma 2.1 that $\bar{a} = (\bar{a}_k) \in \ell_1$ and the equality (7) holds for all sequences $x = (x_k) \in X$ and $y = (y_k) \in Y$ which are connected by the relation (6). Moreover, it follows by (5) that $x \in S_X$ if and only if $y \in S_Y$. Therefore, it follows by (1) and (7) that
\[
\|a\|_{\ell_1} = \sup_{x \in S_X} \left| \sum_{k=0}^{\infty} a_k x_k \right| = \sup_{y \in S_Y} \left| \sum_{k=0}^{\infty} \bar{a}_k y_k \right| = \|\bar{a}\|_{\ell_\infty}
\]
and since $\bar{a} \in \ell_1$, we obtain from Lemma 1.4
\[
\|a\|_{\ell_1} = \|\bar{a}\|_{\ell_\infty} = \|\bar{a}\|_{\ell_1} < \infty
\]
which concludes the proof.

Now, for an infinite matrix $A = (a_{nk})$, we shall write
\[
\bar{a}_{nk} = \bar{Q}_k \left( \frac{\bar{a}_{nk}}{r^m q_k} + \sum_{j=k+1}^{\infty} \left[ k+1 \right] \left[ j \right] j k [j] \bar{a}_{nj} \right)
\]
for all $n, k \in \mathbb{N}$ provided the convergence of the series.

Lemma 2.3. Let $X$ be any of the spaces $r_0^q(B^m)$ or $r_{\infty}^q(B^m)$, $Y$ the respective one of the spaces $c_0$ or $\ell_\infty$, $Z$ a sequence space and $A = (a_{nk})$ an infinite matrix. If $A \in (X, Y)$, then $\bar{A} \in (Y, Z)$ such that $Ax = \bar{A}y$ for all $x \in X$ and $y \in Y$ which are connected by the relation (6), where the matrix $\bar{A} = (\bar{a}_{nk})$ is defined as in (8).

Proof: This result can be proved using a similar method in [6, Lemma 2.3].

Lemma 2.4. Let $X$ be any of the spaces $r_0^q(B^m)$ or $r_{\infty}^q(B^m)$, $A = (a_{nk})$ an infinite matrix and $\bar{A} = (\bar{a}_{nk})$ the matrix in (8). If $A$ is in any of the classes $(X, c_0), (X, c_0)$ or $(X, \ell_\infty)$, then
\[
\|L_A\| = \|A\|_{(X, \ell_\infty)} = \sup_{n} \left( \sum_{k} |a_{nk}| \right) < \infty.
\]

Proof: This is immediate by combining Lemmas 1.3 and 2.2.

3. Compact operators on the spaces $r_0^q(B^m)$ and $r_{\infty}^q(B^m)$

In this final section, we establish some identities or estimates for the Hausdorff measures of noncompactness of certain matrix operators on the spaces $r_0^q(B^m)$ and $r_{\infty}^q(B^m)$. Further, we deduce the necessary and sufficient (or only sufficient) conditions for such operators to be compact. For the most recent work on this topic, we refer to [3, 6].

Now, let $A = (a_{nk})$ be an infinite matrix and $\bar{A} = (\bar{a}_{nk})$ the associated matrix defined by (8). Then we have following results.

**Theorem 3.1.** Let $X$ denote any of the spaces $r_0^q(B^m)$ or $r_{\infty}^q(B^m)$. Then, we have

(i) If $A \in (X, c_0)$, then
\[
\|L_A\| = \limsup_{n \rightarrow \infty} \left( \sum_{k} |a_{nk}| \right).
\]

(ii) If $A \in (X, c_0)$, then
\[
\frac{1}{2} \limsup_{n \rightarrow \infty} \left( \sum_{k} |a_{nk} - \bar{a}_k| \right) \leq \|L_A\|_{X} < \infty.
\]

(iii) If $A \in (X, \ell_\infty)$, then
\[
\|L_A\|_{X} = \limsup_{n \rightarrow \infty} \left( \sum_{k} |\bar{a}_{nk}| \right).
\]

Proof: The limits in (9)-(11) obviously exist. We write $S = S_X$. Then, we obtain by (3) and Lemma 1.1 that
\[
\|L_A\|_{X} = \chi(AS).
\]

(i) Let $A \in (X, c_0)$. Then, we have $AS \in M_{c_0}$ and so it follows by using Lemma 1.6 that
\[
\chi(AS) = \lim_{r \rightarrow \infty} \left( \sup_{x \in S} \| (I - P_r)(Ax) \|_{\ell_\infty} \right).
\]

where $P_r: c_0 \rightarrow c_0$ ($r \in \mathbb{N}$) is the operator defined by $P_r x = (x_0, x_1, \ldots, x_r, 0, 0, \ldots)$ for all $x = (x_k) \in c_0$. This yields that $\| (I - P_r)(Ax) \|_{\ell_\infty} = \sup_{x \in S} \| Ax \|_{\ell_\infty} = \sup_{x \in S} \left( \sum_{k} |a_{nk} x_k| \right)$ for all $x \in X$ and every $r \in \mathbb{N}$. Thus, by combining (1), (2) and Lemma 2.2, we have
\[
\sup_{x \in S} \| (I - P_r)(Ax) \|_{\ell_\infty} = \sup_{n \rightarrow \infty} \left( \sum_{k} |a_{nk}| \right).
\]

for every $r \in \mathbb{N}$.

(13) and (14) imply that
\[
\chi(AS) = \lim_{r \rightarrow \infty} \left( \sup_{n \rightarrow \infty} \left( \sum_{k} |\bar{a}_{nk}| \right) \right) = \limsup_{n \rightarrow \infty} \left( \sum_{k} |\bar{a}_{nk}| \right).
\]

Now, (9) follows from (12).

(ii) Let $A \in (X, c_0)$. Then, we have $AS \in M_{c_0}$. Also, we know that every $z = (z_n) \in c$ has a unique representation $z = le + \sum_{n=0}^{\infty} (e_n - l) e^{(n)}$, where
$l = \lim_{n \to \infty} z_n$. Thus, we define the projectors $P_r : c \to c$ ($r \in \mathbb{N}$) by $P_0(z) = le$ and $P_r(z) = le + \sum_{n=0}^{\infty} (z_n - l)e^{(n)}$ for $r \geq 1$. Then, we have that $(I - P_r)(z) = \sum_{n=0}^{\infty} (z_n - l)e^{(n)}$ for every $r \in \mathbb{N}$ and whence

$$
\| (I - P_r)(z) \|_{\ell_\infty} = \sup_{n \geq r} |z_n - l|
$$

for all $z \in c$ and every $r \in \mathbb{N}$. So, one can easily see that $\| I - P_r \| = 2$ for all $r \in \mathbb{N}$. Hence, we obtain from (12) and Lemma 1.7 that

$$
\frac{1}{2} \lim_{r \to \infty} \left( \sup_{x \in S} \| (I - P_r)(Ax) \|_{\ell_\infty} \right) = \lim_{r \to \infty} \left( \sup_{x \in S} \| (I - P_r)(Ax) \|_{\ell_\infty} \right).
$$

On the other hand, it is given that $X = r^q_c(B^m)$ or $r^q_\infty(B^m)$, and let $Y$ be respective of the spaces $c_0$ or $\ell_\infty$. Also, for every given $x \in X$, let $y \in Y$ be the associated sequence defined by (6). Since $A \in (X,c)$, we have by Lemma 2.3 that $A \in (Y,c)$ and $Ax = Ay$. Further, it follows from Lemma 1.2 that the limits $\bar{a}_k = \lim_{n \to \infty} a_{nk}$ for all $k$, $\bar{a} = (\bar{a}_k) \in Y^\ell = \ell_\infty$ and $\lim_{n \to \infty} \sum_k \bar{a}_n y_k = \sum_k \bar{a}_k y_k$. Consequently, we derive from (15) that

$$
\| (I - P_r)(Ax) \|_{\ell_\infty} = \sup_{n \geq r} \| A_n y - \sum_k (\bar{a}_k - \bar{a}) y_k \|_{\ell_\infty} = \sup_{n \geq r} \sum_k (\bar{a}_n - \bar{a}) y_k
$$

for all $r \in \mathbb{N}$. Moreover, since $x \in S = S_x$ if and only if $y \in S_y$, we obtain by (1) and Lemma 1.4 that

$$
\sup_{x \in S} \| (I - P_r)(Ax) \|_{\ell_\infty} = \sup_{x \in S} \left( \sup_{y \in S_y} \| A_n y - \sum_k (\bar{a}_n - \bar{a}) y_k \|_{\ell_\infty} \right) = \sup_{n \geq r} \| A_n - \bar{a} \|_{\ell_\infty} = \sup_{n \geq r} \| A_n - \bar{a} \|_{\ell_1}
$$

for all $r \in \mathbb{N}$. Hence, we get (10) from (16).

Finally, to prove (iii) we define the operators $P_r : \ell_\infty \to \ell_\infty$ ($r \in \mathbb{N}$) as in the proof of part (i) for all $x = (x_k) \in \ell_\infty$. Then, we have

$$
AS \subseteq P_r(AS) + (I - P_r)(AS); \quad (r \in \mathbb{N}).
$$

Thus, it follows by the elementary properties of the function $\chi$ that

$$
0 \leq \chi(AS) \leq \chi(P_r(AS)) + \chi((I - P_r)(AS)) = \chi(I - P_r)(AS) \leq \sup_{x \in S} \| (I - P_r)(Ax) \|_{\ell_\infty}
$$

for all $r \in \mathbb{N}$ and hence,

$$
0 \leq \chi(AS) \leq \lim_{r \to \infty} \left( \sup_{n \geq r} \| A_n \|_{\ell_1} \right) = \limsup_{n \to \infty} \| A_n \|_{\ell_1}.
$$

This and (12) together imply (11) and completes the proof.

**Corollary 3.2.** Let $X$ denote any of the spaces $r^q_c(B^m)$ or $r^q_\infty(B^m)$. Then, we have

(i) If $A \in (X, c_0)$, then $L_A$ is compact if and only if $\lim_{n \to \infty} \sum_k |a_{nk}| = 0$.

(ii) If $A \in (X, c_\infty)$, then $L_A$ is compact if and only if $\lim_{n \to \infty} \sum_k |a_{nk} - \bar{a}_k| = 0$,

where $\bar{a}_k = \lim_{n \to \infty} a_{nk}$ for all $k \in \mathbb{N}$.

(iii) If $A \in (X, \ell_\infty)$, then $L_A$ is compact if $\lim_{n \to \infty} \sum_k |a_{nk}| = 0$.

**Proof:** This result follows from Theorem 3.1 by using (4).

Since the matrix $T^m$ is a triangle we have the following observation from [14, Corollaries 6.9 and 6.11].

**Corollary 3.3.** For every matrix $A \in (r^q_c(B^m), c_0)$ or $A \in (r^q_\infty(B^m), c_\infty)$, the operator $L_A$ is compact.
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